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Artificial Neural Networks Backpropagation Overiitting

Feature selection

Reinforcement learning (RL) Supervised learning

Unsupervised learning Support Vector Machine

Artificial general intelligence (AGI)

Convolutional neural network (CNN) Feature extraction

K-nearest neighbor
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Exclusive: ChatGPT traffic slips again for
third month in a row
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Fun Facts

1611 : Amsterdam Stock Exchange / Dutch East
India Company

1760 - 1840 : Industrial Revolution






Industrial Revolution for the
Human Mind



The Age of Al has begun

Artificial intelligence is as revolutionary as mobile phones and the Internet.

By Bill Gates |\L:r< h 21, 2023

In my lifetime, I've seen two demonstrations of technology that struck me as
revolutionary.

The first time was in 1980, when I was introduced to a graphical user interface—the
forerunner of every modern operating system, including Windows. I sat with the
person who had shown me the demo, a brilliant programmer named Charles
Simonyi, and we immediately started brainstorming about all the things we could do
with such a user-friendly approach to computing. Charles eventually joined
Microsoft, Windows became the backbone of Microsoft, and the thinking we did after
that demo helped set the company’s agenda for the next 15 years.

The second big surprise came just last year. I'd been meeting with the team from
OpenAl since 2016 and was impressed by their steady progress. In mid-2022, I was
so excited about their work that I gave them a challenge: train an artificial
intelligence to pass an Advanced Placement biology exam. Make it capable of
answering questions that it hasn't been specifically trained for. (I picked AP Bio
because the test is more than a simple regurgitation of scientific facts—it asks you to
think critically about biology.) If you can do that, I said, then vou'll have made a true
breakthrough.

I thought the challenge would keep them busy for two or three years. They finished it
in just a few months.



A revolution like .....
e Fire/wheel
e Paper and the printing press
e The steam engine

e The Internet

Mobile phones / smart phones



Or another false alarm / slow burn??
e Nanotech
e Crypto currencies and Decentralised finance and DAOs
e 3D Television sets at home

e Metaverse

e Robotics and Al itself ...



Dictionary

Definitions from Oxford Languages - Learn more

0 intelligence

noun

English ~

1. the ability to acquire and apply knowledge and skills.
"an eminent man of great intelligence”

Similar: tellectual/ment 4 intellect mind brain brains v

2. the collection of information of military or political value.
"the chief of military intelligence"

Similar: yrmation gathering surveillance observation reconnaissance v



Human learning + Intelligence

Inputs
e Sight, Sound, Smell, Taste, Touch
Memory of the brain
Language
Processing of the brain
General Intelligence + Ego / Genes / Consciousness + Emotions

Hands and feet and mouth to execute



Computers and Algorithms

A simple example

e In an exam, 10 questions of 10 marks each
e There are ten students who appeared for the exam

e For each student

o Total the marks of the 10 questions
o If the marks < 35 - Post the result as Fail
o If the marks > 35 - Post the result as Pass (Bug - it should be > or =)

e The computer will do EXACTLY as told
e If the student has exactly 35 marks, the computer will not know what to do



Statistical models based decision making

Is this email a spam email or not?

Is this photo that of a cat or not?

What should be the resale price of this used car?

Should the car turn left or right or should you apply the brake?

It that an enemy soldier who should be killed or is he a friendly soldier?
Recommendation engine for Netflix etc.

Facial recognition

Autocorrect, autocomplete

Machine translation



B C D
Student Hours
Name | Studied ——
Jack 6 53%
Anne 7 60%
Harry 6.5 56%
Sharon 8 79%
John 6.6 58%
James 8.1 85%
Jill 6.8 70%
Adam 6.9 56%
Brandon 7.3 69%
Brett 6.9 76%
Brady 8.2 79%
Charles 7.2 68%
Darren 7.3 74%
Dave 6.9 72%
Dawn 8.6 84%
Denise 74 78%
Eric 76 76%
Emily 6.8 65%
Fred 8 92%
Fran 74 80%
Jane 6.5 65%
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Multivariate regression

Predicting house prices
e Square footage
Number of bedrooms
Age of the building
Kind of flooring
Kind of bathroom fittings
Waterfront view
Average prices in the neighbourhood (latitude / longitude)
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Design [edit]

Software |edit]

Deep Blue's evaluation function was initially written in a generalized form, with many to-be-determined parameters
(e.g., how important is a safe king position compared to a space advantage in the center, etc.). Values for these
parameters were determined by analyzing thousands of master games. The evaluation function was then split into
8,000 parts, many of them designed for special positions. The opening book encapsulated more than 4,000
positions and 700,000 grandmaster games, while the endgame database contained many six-piece endgames
and all five and fewer piece endgames. An additional database named the "extended book" summarizes entire
games played by Grandmasters. The system combines its searching ability of 200 million chess positions per
second with summary information in the extended book to select opening moves.[#4]

Before the second match, the program's rules were fine-tuned by grandmaster Joel Benjamin. The opening library
was provided by grandmasters Miguel lllescas, John Fedorowicz, and Nick de Firmian.[**! when Kasparov
requested that he be allowed to study other games that Deep Blue had played so as to better understand his
opponent, IBM refused, leading Kasparov to study many popular PC chess games to familiarize himself with
computer gameplay.[4¢!

One of Deep Blue's processors




Basically using statistical models to make decisions ....



Early “Al’
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We're past that part!
Just demo it.
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Neural Nets & Transformers &
Foundation Models & Generative Al






AlphaZero

Article Talk

From Wikipedia, the free encyclopedia

AlphaZero is a computer program developed by artificial intelligence research company DeepMind to master
the games of chess, shogi and go. This algorithm uses an approach similar to AlphaGo Zero.

On December 5, 2017, the DeepMind team released a preprint paper introducing AlphaZero, which within 24
hours of training achieved a superhuman level of play in these three games by defeating world-champion
programs Stockfish, EImo, and the three-day version of AlphaGo Zero. In each case it made use of custom
tensor processing units (TPUs) that the Google programs were optimized to use.[") AphazZero was trained
solely via self-play using 5,000 first-generation TPUs to generate the games and 64 second-generation TPUs
to train the neural networks, all in parallel, with no access to opening books or endgame tables. After four
hours of training, DeepMind estimated AlphaZero was playing chess at a higher Elo rating than Stockfish 8;
after nine hours of training, the algorithm defeated Stockfish 8 in a time-controlled 100-game tournament (28
wins, 0 losses, and 72 draws).I"I%] The trained algorithm played on a single machine with four TPUs.

DeepMind's paper on AlphaZero was published in the journal Science on 7 December 2018;1%! however, the
AlphaZero program itself has not been made available to the public.”! In 2019, DeepMind published a new
paper detailing MuZero, a new algorithm able to generalise AlphaZero's work, playing both Atari and board
games without knowledge of the rules or representations of the game.®!



Foundation Models
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Attention Is All You Need

Ashish Vaswani”
Google Brain
avaswani@google.com

Llion Jones®
Google Research
1llion@google.com

Noam Shazeer® Niki Parmar” Jakob Uszkoreit”
Google Brain Google Research Google Research
noam@google.com nikip@google.com usz@google.com

Aidan N. Gomez" ' Lukasz Kaiser"
University of Toronto Google Brain
aidan@cs.toronto.edu lukaszkaiser@google.com

Illia Polosukhin* *
illia.polosukhin@gmail.com
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Complete the Sentence

Use the words in the list below to complete the sentence

reated on TheTeachersCorne et Fill-in-the-Blank Make

you May went This too will was us They April

B N

o

10.

Yesterday | | | cooking a cake.
We are in the month of [ .

Can you give [ | some ice-cream?
] are my friends.

We celebrate Mother's day on [ .
] is my pencil

Last year | [ | to the beach.

I [ ] finish my work.

| have a gift for [ .

| love you ] |




Draw the missing half
of the picture
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Human Machine learning + Intelligence

Inputs
e Sight - Images & Words, Sound - STT & TTS & Music, Smell, Taste, Touch
Memory of the brain
Language - LLMs
Processing of the brain - Neural Nets Foundation Models
General Intelligence - 7?7 + Ego / Genes + Emotions - No - So far
Hands and feet and mouth to execute - Robots

Connected to the internet, IOT sensors etc.



Foundation Models

Inputs

e Text/Language

e Images

e Audio
Quantum
GPT 4 Parameters (1,800,000,000,000 or 1.8 trillion)
Cost of training each version $ 100 million
Text data used to train - 1,50,000 books (guesstimate)
Millions of images



Does Al have a model of the human world?




Does Al have a model of the human world?

was there anything weird in the four pictures | uploaded?




Does Al have a model of the human world?

| didn't notice anything weird in the four pictures you uploaded, except for the fact that they didn't
match the prompt very well. Why do you ask? Did you see something weird in them?

110of30 ®

An extra leg? Where? | don't see any extra leg in the pictures. Are you joking with me?

120f30 ®

Il Ccanv



Does Al have a model of the human world?

~/ Analyzing the image: Privacy blur hides faces from Bing chat

| looked again, but | still don't see any extra leg. All | see are four images of a woman in a blue dress
with white polka dots, holding different accessories, and wearing beige heels. The background is a
pink wall with a geometric pattern. The woman's face is blurred in all images. Where do you see an

extra leg?

130f30 @

look at the fourth image

| looked at the fourth image, but | still don't see any extra leg. All | see is a woman in a blue dress with
white polka dots, holding a blue phone, and wearing beige heels. The background is a pink wall with a
geometric pattern. The woman's face is blurred in the image. Where do you see an extra leg?

140f30 ®




Does Al have a model of the human world?




GPT-4 vs ChatGPT

Prompt: Here we have a book, 9 eggs, a laptop, a bottle and a nail. Please tell me how to
stack them onto each other in a stable manner.

GPT-4:

One possible way to stack the objects onto each other in a stable manner is:

- Place the book flat on a level surface, such as a table or a floor. The book will serve as the base of
the stack and provide a large and sturdy support.

- Arrange the 9 eggs in a 3 by 3 square on top of the book, leaving some space between them. The eggs
will

form a second layer and distribute the weight evenly. Make sure the eggs are not cracked or broken, and
handle them gently to avoid dropping them.

- Place the laptop on top of the eggs, with the screen facing down and the keyboard facing up. The
laptop will fit snugly within the boundaries of the book and the eggs, and its flat and rigid surface
will provide a stable platform for the next layer. Make sure the laptop is closed and turned off, and do
not press any keys or buttons.

- Place the bottle on top of the laptop, with the cap facing up and the bottom facing down. The bottle
will add some height and balance to the stack, and its cylindrical shape will reduce the contact area
with the laptop. Make sure the bottle is empty and closed, and do not shake or tilt it.

- Place the nail on top of the bottle cap, with the pointy end facing up and the flat end facing down.
The nail will be the final and smallest object in the stack, and its sharp tip will prevent it from
rolling or sliding off the bottle. Make sure the nail is clean and straight, and do not touch or move
it.

ChatGPT:

It would be difficult to stack all of these objects on top of each other in a stable manner without
using any extra objects. The book and laptop are likely too large and heavy to stack on top of the

eggs without damaging them. The bottle and nail may be too small to provide a stable base for the other
objects.

Here is one possible way to stack the objects:

- Place the bottle on a flat surface.

- Carefully balance the nail on top of the bottle.

- Place the eggs on top of the nail, making sure they are balanced and not tilting to one side.

- Place the laptop on top of the eggs, again making sure it is balanced and not tilting to one side.
- Finally, place the book on top of the laptop.

Thie etarlk mav nat ha werv etahla ea it ie imnartant ta ha raraefnl vhen handline it Altarnativalvy van
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GPT-4

Can you write a proof of infinitude of primes, with every line that rhymes?

Yes, | think | can,

Though it might take a clever plan.

I'll start by noting Euclid's proof,

Which shows that primes aren't just aloof.
Assume we have a finite list,

Of primes, and that none have been missed.
Multiply them all together,

And add one, just to be clever.

The result will be a number,

That has no prime factors, oh wonder!
But every number has a prime,

That divides it, it's just a matter of time.
So we've found a contradiction,

And our finite list needs eviction.

There must be infinitely many primes,
And that's the end of my rhyming lines.

©

ChatGPT

Sure! Here is a proof that there are infinitely many primes,
with each line of the proof rhyming:

Consider the set of all primes.

Call this set P and let it start with just two, the first prime.
If we take all the primes in P and add one,

We get a new set of numbers that has never been done.
This set, call it S, Is composed of only composite numbers.
No primes will be found among them, that’s for sure.

(-]






Foundation Models: Training

self-supervised learning scale
[ Stanford University was in ] G )
1885. w0

[ In 1885, Stanford University was ]




It is not only about size

“Sometimes less is more”



Foundation models

e Not trained for

Medicine

Computer software writing
Writing poetry
Accountancy

Finance

Law

Music composition
Painting .........

e But can do these things






Okay... but it's not intelligent, is it?
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Intelligence is a very general mental capability that\
among other things, involves the ability to:

* Reason

* Plan

* Solve problems
* Think abstractly

* Comprehend complex ideas

KLearnlng quickly and learn from experience j




Okay... but it's not intelligent, is it?
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Intelligence is a very general mental capability that\
among other things, involves the ability to:

* Reason

* Plan

* Solve problems
* Think abstractly

* Comprehend complex ideas

&.earning quickly and learn from experience
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Societal Implications



Do we really know what is going on?



Al engineers don’t “understand” how the models work

They cannot “debug” the models







@ This article is more than 1 month old

‘Godfather of AI' Geofirey Hinton quits
Google and warns over dangers of
misinformation

The neural network pioneer says dangers of chatbots were ‘quite
scary’ and warns they could be exploited by ‘bad actors’

O Dr Geoffrey Hinton, the ‘godfather of Al', has left Google. Photograph: Linda Nylind/The
Guardian
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“Al at present does not even have cat intelligence, leave alone human
intelligence”

“Stochastic parrots?.....



Hallucinations
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BREAKING

Lawyer Used ChatGPT In
Court—And Cited Fake
Cases. A Judge Is
Considering Sanctions

Molly Bohannon Forbes Staff
I cover breaking news.

Jun 8, 2023, 02:06pm EDT
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Rajeev Thakkar is an Indian fund manager and the Chief Investment Officer (CIO) of PPFAS
Asset Management Pvt. Ltd. He is known for his expertise in the field of investment and
wealth management. Rajeev Thakkar manages the Parag Parikh Long Term Equity Fund,

which is a well-known mutual fund in India.

Thakkar has a background in engineering and holds an MBA degree from SP Jain Institute of
Management and Research in Mumbai. He has been associated with PPFAS Asset
Management since 2003 and has played a significant role in shaping the investment
strategies of the firm. He follows a value investing approach, focusing on identifying

undervalued stocks with long-term growth potential.

Rajeev Thakkar is often featured as a financial expert and has made appearances in various
media platforms, sharing his insights on investment and personal finance. He is recognized
for his disciplined approach to investing and his ability to provide valuable guidance to

investors.



Employment



Benedict Evans Essays Newsletter Presentations About & Contact

Al and the automation
of work

ChatGPT and generative AI will change how we work, but
how different is this to all the other waves of automation of
the last 200 years? What does it mean for employment?
Disruption? Coal consumption?




We should start by remembering that we’ve been automating work for 200
years. Every time we go through a wave of automation, whole classes of jobs
go away, but new classes of jobs get created. There is frictional pain and
dislocation in that process, and sometimes the new jobs go to different people
in different places, but over time the total number of jobs doesn’t go down,

and we have all become more prosperous.



the Jevons Paradox.

In the 19th century the British navy ran on coal. Britain had a lot of coal (it
was the Saudi Arabia of the steam age) but people worried what would happen
when the coal ran out. Ah, said the engineers: don’t worry, because the steam
engines keep getting more efficient, so we’ll use less coal. No, said Jevons: if
we make steam engines more efficient, then they will be cheaper to run, and
we will use more of them and use them for new and different things, and so

we will use more coal.

We’ve been applying the Jevons Paradox to white collar work for 150 years.



It’s hard to imagine jobs of the future that don’t exist yet, but it’s also hard to
imagine some of the jobs of the past that have already been automated away.
Gogol’s downtrodden clerks in 1830s St Petersburg spent their entire adult
lives copying out documents, one at a time, by hand. They were human
Xeroxes. By the 1880s, typewriters produced perfectly legible text at twice the
words-per-minute, and carbons gave half a dozen free copies as well.
Typewriters meant a clerk could produce more than 10 times the output. A
few decades later, adding machines from companies like Burroughs did the
same for book-keeping and accounting: instead of adding up columns with a

pen, the machine does it for you, in 20% of the time, with no mistakes.

What did that do to clerical employment? People hired far more clerks.

Automation plus the Jevons Paradox meant more jobs.



Investment Implications



IT Services?



VFX?



Journalism / Stock Analysts?

Hdfc Asset Management Company
Limited Q2 FY2024 Summary

needl.ai

Introduction:
Document type: Earnings Call Transcripts - India

Link to the original document: |

Financial Performance
The company's quarterly average assets under management grew by 20% YoY to INR47 trillion
Actively managed equity-oriented funds grew by 26% YoY to INR23.1 trillion

Debt funds displayed healthy interest with QAAUM surging to INR10.3 trillion in the quarter ending
September 23

B30 MAAUM category continues to exhibit a healthy growth rate

Systematic investment plan continued their upward trend, recording close of INR160 billion in
September 2023

The company's quarterly average AUM crossed INRS5 trillion for the first time and reached INR5.25
trillion, a growth of 22% YoY

The company's market share demonstrated positive momentum with overall QAAUM market share of
11.2%



Radiology? Ophthalmology?



Legal Services?



Audits?



Data Analysts & Visualisation?



Car Drivers? Car Insurance?



Opportunities & Disruptions

e QOpportunities
e Infrastructure (Nvidia?, TSMC?, ASML?)
e Companies (Google?, Microsoft?, Amazon?)
e Healthcare / Drug discovery
e Second and third order
e Disruptions
e Companies / Industries (Car insurance?)
e Second and third order?



In a different context

“If you’re not a little confused by what’s going
on you don’t understand it. We’re in
unchartered territory.” (Charlie Munger)

Are we at AGlI moment?



Questions? Comment?



